UNIT-I

BASIC CONCEPT OF SAMPLE SURVEYS

A sample survey is a method of drawing an inference about the characteristics of a population
or universe by observing a part of the population. For example, when one has to make an
inference about a large lot and is not practicable to examine each individual member of the
lot, one always takes help of sample surveys, that is to say one examines only a few member
of the lot and, on the basis of this sample information, one makes decisions about the whole
lot. Thus, a person wanting to purchase a basket of oranges may examine a few oranges from
the basket and on that basis make his decision about the whole basket.

Such methods are extensively used by government bodies throughout the world for assessing,
different characteristics of national economy as are required for taking decisions regarding
the impositions of taxes, fixation of prices and minimum wages etc. and for planning and
projection of future economic structure, for estimation of yield rates and acreages under
different crops, number of unemployed persons in the labour forces, construction of cost of
living indices for persons in different professions and so on.

Sample survey techniques are extensively used in market research surveys for assessing the
preferential pattern of consumers for different types of products, the potential demand for a
new product which a company wishes to introduce, scope for any diversification in the
production schedule, and so on.

Thus, sampling may become unavoidable because we may have limited resources in terms of
money and / or man hours, or it may be preferred because of practical convenience.

Sampling is first broadly classified as Subjective and Objective.

Any type of sampling which depends upon the personal judgment or discretion of the sampler
himself is called Subjective. But the sampling method which is fixed by a sampling rule or is
independent of the sampler’s own judgment is Objective sampling.

Objective Sampling

Non-probabilistic Probabilistic and mixed

In non-probabilistic objective sampling, there is a fixed sampling rule but there is no
probability attached to the mode of selection, e.g. selecting every 5 —th individual from a list.
If, however, the selection of the first individual is made in such a manner that each of the first
10 gets an equal chance of being selected, it becomes a case of mixed sampling, if for each
individual there is a definite pre-assigned probability of being selected, the sampling is said
to be probabilistic.

Elementary unit or simply unit: It is an element or a group of elements, on which
observations can be made or from which the required statistical information can be
ascertained according to a well defined procedure, examples of unit are person, family,
household, farm, factory, tree, a period of time such as an hour, day etc.

Population: The collection of all units of a specified type in a given region at a particular
point or a period of time is termed as a population or inverse. For example, a population of
persons, families, farms, cattle, houses or automobiles in a region or a population of trees or a
birds in a forest etc.



A population is said to be finite population or an infinite population according to as the
number of units in it is finite or infinite.

Sampling units: Elementary units or groups of such units, which, besides being clearly
defined, identifiable and observable, are convenient for purposes of sampling, are called
sampling units. For example, in a family budget enquiry, usually a family is considered as a
sampling unit, since it is formed to be convenient for sampling for ascertaining the required
information. In a crop survey, a farm or a group of farms owned or operated by a household
may be considered as the sampling units.

Sampling frame: For using sampling methods in the collection of data, it is essential to have
a frame of all the sampling units belonging to the population to be studied with their proper
identification particulars and such a frame is called the sampling frame. This may be a list of
units with their identification particulars.

As the sampling frame forms the basic material from which a sample is drawn, it should be
insured that the frame contains all the sampling units of the population under consideration
but excludes units of any other population.

Sample: A sample is a subset of a population selected to obtain information concerning the
characteristics of the population. In other words, one or more sampling units selected from a
population according to some specified procedure are said to constitute a sample.

Random sample: A random or probability sample is a sample drawn in such a manner that
each unit in the population has a predetermined probability of selection.

Estimator: An estimator is a statistic obtained by a specified procedure for estimating a
population parameter. The estimator is a random variable, as its value differs from sample to
sample and the samples are selected with specified probabilities.

The particular value, which the estimator takes for a given sample, is known as an estimate.

The difference between the estimator (t) and the parameter () is called error.

An estimator (t) is said to be unbiased estimator for the parameter (0) if, E(t)=6,
otherwise biased. Thus bias is given by

E(t-0)=B(t)
The mean of squares of error taken from @ is called mean square error (MSE).
Mathematically it is defined as

MSE(t) = E(t — 6)2.

The MSE may be considered to be a measure of accuracy with which the estimator t
estimates the parameter 6.

The expected value of the squared deviation of the estimator from its expected value is
termed sampling variance. It is a measure of the divergence of the estimator from its
expected value and is given by

V(t)=E[t—E®)]>.
This measure of variability may be termed the precision of the estimator t.

The relation between MSE and sampling variance or between accuracy and precision can be
obtained as

MSE(t) = E(t — 8)% = E[t — E(t) + E(t) — 6]



= E[t - E(t)]? +[E(t) - 01> =V () +[B(®)]?, since E[t—E(t)]=0.
This shows that MSE of t is the sum of the sampling variance and the square of the bias.
However, if t is an unbiased estimator of €, the MSE and sampling variance are the same.
The square root of the sampling variance is termed as standard error of the estimator t.

The ratio of the standard error of the estimator to the expected value of the estimator is
known as relative standard error or the coefficient of variation of the estimator.

Sample space: The collection of all possible sample, sequence, sets is called the sample
space.

Sampling design: The combination of the sample space and the associated probability
measure is called a sampling design. For example, let N =4, n=2 and the probability of
selection for different samples is

Probability 1/6 1/6 1/6 1/6 1/6 1/6

The above table gives the sampling design.
Sampling and complete enumeration

The total count of all units of the population for a certain characteristics is known as complete
enumeration, also termed census survey. The money, man-power and time required for
carrying out complete enumeration will generally be large and there are many situations with
limited means where complete enumeration will not be possible, where recourse to selection
of a few units will be helpful. When only a part, called sample, is selected from the
population and examine, it is called sample enumeration or sample survey.

A sample survey will usually be less expensive then a census survey and the desired
information will obtain in less time. This does not imply that economy is the only
consideration in conducting a sample survey. It is most important that a degree of accuracy of
results is also maintained. Occasionally, the technique of sample survey is applied to verify
that the results obtained from the census surveys. The main advantages or merits of sample
survey over census survey may be outlined as follows:

1) Reduced cost of survey,

il) Greater speed of getting results,
ii1) Greater accuracy of results,

iv) Greater scope, and

v) Adaptability

Sample survey has its own limitations and the advantages of sampling over complete
enumeration can be derived only if

i) the units are drawn in a scientific manner
ii) an appropriate sampling technique is used, and

ii1) the size of units selected in the sample is adequate.
Sampling and non-sampling errors

The error which arises due to only a sample (a part of population) being used to estimate the
population parameters and draw inferences about the population is termed sampling error or
sampling fluctuation. Whatever may be the degree of cautiousness in selecting a sample;




there will always be a difference between the parameter and its corresponding estimate. This
error is inherent and unavoidable in any and every sampling scheme. A sample with the
smallest sampling error will always be considered a good representative of the population.
This error can be reduced by increasing the size of the sample (number of units selected in
the sample). In fact, the decrease in sampling error is inversely proportional to the square root
of the sample size and the relationship can be examined graphically as below:

Sample
size

Sampling error

When the sample survey becomes a census survey, the sampling error becomes zero.
Non-sampling error
The non-sampling errors primarily arise at the following stages:

i) Failure to measure some of units in the selected sample

i) Observational errors due to defective measurement technique

iii) Errors introduced in editing, coding and tabulating the results.

Non-sampling errors are present in both the complete enumeration survey and the sample
survey. In practice, the census survey results may suffer from non-sampling errors although
these may be free from sampling error. The non-sampling error is likely to increase with
increase in sample size, while sampling error decreases with increase in sample size.

SIMPLE RANDOM SAMPLING

A procedure for selecting a sample of size N out of a finite population of size N in which
each of the possible distinct samples has an equal chance of being selected is called random
sampling or simple random sampling.

We may have two distinct types of simple random sampling as follows:

i) Simple random sampling with replacement (Srswr).
ii) Simple random sampling without replacement (srswor).
Simple random sampling with replacement (srswr)

In sampling with replacement a unit is selected from the population consisting of N units, its
content noted and then returned to the population before the next draw is made, and the
process is repeated N times to give a sample of N units. In this method, at each draw, each of

the N units of the population gets the same probability ﬁ of being selected. Here the same

unit of the population may occur more than once in the sample (order in which the sample



units are obtained is regarded). There are N" samples, and each has an equal probability

L of being selected.
N

Note: If order in which the sample units are obtained is ignored (unordered), then in such
case the number of possible samples will be

Ne, +Na+N e +N-le, +-+N =T y).
Simple random sampling without replacement (srswor)

Suppose the population consist of N units, then, in simple random sampling without
replacement a unit is selected, its content noted and the unit is not returned to the population
before next draw is made. The process is repeated N times to give a sample of N units. In this
method at the r —th drawing, each of the N —r +1 units of the population gets the same

probability ﬁ of being included in the sample. Here any unit of the population cannot
—r+

occur more than once in the sample (order is ignored). There are N C,, possible samples, and

each such sample has an equal probability Nl of being selected.

n
Theory of simple random sampling with replacement
N, population size.
n, sample size.

Y;, value of the i —th unit of the population.

Yij, value of the i —th unit of the sample.

N
Y = >’Yj, population total.
i=1

_ N
Y = ﬁz i , population mean.
1 n
H Z Yj , sample mean.
N _ N _
ot = ﬁ Z(Yi -Y )2 _ﬁ ZY 2_y2, population variance.
N _ N _
52 = b > -Y )2 L ZYi2 ~NY? |, population mean square.
N -1 N-1{i
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y -n 72 J , sample mean square.



Theorem: In srswr, the sample mean Y is an unbiased estimate of the population mean
2
el N . : . N-1
Y ie. E(Y)=Y and its variance V (y) = N s2-9
n n

Corollary: Y =Ny is an unbiased estimate of the population total Y with its variance

2 2 3
V(Y)=N o =N(N 1)82.

n n
Theorem: In srswr, sample mean square s? is an unbiased estimate of the population

variance o i.e. E(32)=0'2.

Theory of simple random sampling without replacement

Theorem: In srswor, sample mean Yy is an unbiased estimate of the population mean

Y ie. E(Y)=Y and its variance is V(V):(N ;l”js?
n

Corollary: Y =NV is an unbiased estimate of the population total Y with its variance

V(Y)=N2(1-f)S?/n.

Theorem: In srswor, sample mean square s? is an unbiased estimate of the population
mean square S 2 e E(Sz) =52,
Property: V(Y) under srswor is less than the V (y) under srswr.

Theorem: Let srswor sample of size n is drawn from a population of size N . Let
n —_—
T =) ajyj is a class of linear estimator of Y, where «j's are coefficient attached to
i=l1
sample values, then,
n
i) The class T is linear unbiased estimate class if Y aj =1.
i=1

i1) The sample mean Y is the best linear unbiased estimate.
Proof:

n n n n
i) Eﬂ)zE(ZaiyiJ:ZaiE(yi)=2aiY =Y,iff Zai=1.
i=1 i=1

i=1 i=1

=}

2 n
a;iYi —VJ ,under > aj =1.
i=1

ii) V(F):E(



Consider,
2
n no 5 n
E{ZaiYij =2 E(Y))+ Yeiaj E(yiy))
i=1 i=1 i
Note that

V(yi)=E({)-Y?

= E(yiz):%(N ~1)S? +Y 2, since vwg:%sz for each i.
Now
1
E(yiyj)= Zy. Pr(l)y,Pr(Jll)—WN— Zy.
i#] i j
Note that

N V¥ N , N ., N
Di| =2V XYY =(N=DSTHNY "+ 3y

i=1 i=1 %] i |

- zy,yJ =N2Y2-(N-1)S?-NY?2.

i#]

Thus
E(Yﬂ;)—nﬁ[ N2Y2 - (N-1)S? -NY?]=Y2 -S?/N.

In view of equations (1.2) and (1.3), equation (1.1) becomes

n 2 1 _ n _, 82
E(Zaiyi] = Zaiz{ﬁ(N -1)s? +Y2}+ > ajaj| Y2 -
i=1

i=1 i

n 2 n N n _ 2
=52 > af —SWZaiz +Y2 Yo} +(1— Zain(Yz —S—]
i=1 i=1

i=1 i1 N

Therefore,

2

. n n 1 1 . n

Since Y af = ZKai ——j +—, under condition ) aj =1, so that
i=1 i=1 i=1

o= |3fa-3 -3

(1.1)

(1.2)

(1.3)



n 2
We note that V(T) will be minimum, if Z(ai —lj =0, where «; :l, for all
i=1 n n

n
i=12,---,n,and T =lZyi =y.
M=

OR

To determine ¢;j such that V (T) is minimum, consider the function

n
o=V T)+ A(Zai - 1} , where A is some unknown constant.
i=1

Using the calculus method of Lagrange multipliers, we select ¢ and the constant A to

minimize ¢. Differentiating ¢ with respect to ¢ and equating to zero, we have

A

%=0=282ai+/1 or aj =——— (1.4)
8ai 252

Taking summation on both the sides of (1.4), we get
n o) 2
2.4qi =——Mz - a=-2 (1.5)
i=1 2S n

Thus, from equations (4) and (5), we have

. 1 _
a; =l,forall i=1,2,---,n,and T :szi =y.
i=1

n
Case]) Random sampling with replacement
On replacing ¥ by P, Y by NP, § by p=2, 52 by % and o> by PQ in the
n —

expressions obtained in expectation and variance of the estimates of population mean and
population total, we find

i) E(p)=E(y)=Y =P. This shows that sample proportion p is an unbiased estimate of
2
population proportion P and V(p)=V(Y)= GT = PQ .

1) E(A) =E(Np)=NE(p)=NP =A, means that Np= A is an unbiased estimate of
NP = A and

N262 N2PQ
—.

V(A) =V (Y)=N?V(y)=

Theorem: \7( p)=v(p) = p—ql is an unbiased estimate of V (p) = E
n-— n



Case II) Random sampling without replacement

Results are:

i) E(p)=E(y)=Y =P. This shows that sample proportion p is an unbiased estimate of

) . . N-=-n_» N —n ) NPQ N —-n)PQ
opulation proportion P and V =V = S° = = —.
popu prop (P)=V(y)=—F ( vy jN_l (N_lj -

i) E(A) =E(Np)=N E(p)= NP = A, means that Np is an unbiased estimate of NP and

N—nj NPQ _Nz(N—an

A vy N2y v N2 (NN 2 _
V(A =V(Y)=N (y)=N [nN js N ( -

nN N -1 n
Theorem: V(p)=v( p):(N _lnj% is an unbiased estimate ofV(p):(NN_ Tjﬂ
. ~1)n

Corollary:  V(A)=V(Np)=N2V(p)=N [

V(A)ZNZ(MJE
N-1)n

N _Fqu 1S an unbiased estimate of

Example: For a population of size N =430 roughly we know that Y =19, S2=85.6

with srs, what should be the size of sample to estimate Y with a margin of error 10% of Y
apart chance is 1 in 20.

Solution: Margin of error in the estimate ¥ of Y is given, i.e.
y=Y £10% of Y or V=Y | =10% of\T:%:m,sothat
2 2
1 Zo/25"  (1.96)% x85.6

=91.091678.

Pr[|y-Y |>21.9]=—=0.05,and ny =
20 d2 (1.9)2

Therefore,

n
n= ?] =75.168=75.
1+-2
N
Example: In the population of 676 petition sheets. How large must the sample be if the total
number of signatures is to be estimated with a margin of error of 1000, apart from a 1 in 20

chance? Assume that the population mean square to be 229.

Solution: Let Y be the number of signature on all the sheets. Let Y is the estimate of Y .
Margin of error is specified in the estimate Y of Y as

|Y =Y | =1000, so that, Pr[|Y —Y | 21000]=%=0.05.

We know that
2
NZ S 2
n=—"0_ here, no = Nfaan | _[676x1.96 17 g 402.01385
1o d’ 1000

and hence
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n=252.09=252.

Estimation of sample size for proportion

a)

b)

¢)

When precision is specified in terms of margin of error: Suppose size of the
population is N and population proportion is P . Let a Srs of size n is taken and p be

the corresponding sample proportion and d is the margin of error in the estimate p of P
. The margin of error can be specified in the form of probability statement as

Pr[|p—-P|>2d]=«a or Pr[| p—-P|<d]=1-¢« (1.6)

p-P
~ N(0,1)
V(p)

As the population is normally distributed, so y~ N[P,V(p)], then Z =

. For the given value of & we can find a value Z, of the standard normal variate from
the standard normal table by the following relation:

P{' p_P|ZZa/2:|=a or Pr[| p-P[2V(p)Zyn]l=a (1.7)

VV(p)

Comparing equation (1.6) and (1.7), the relation which gives the value of n with the
required precision of the estimate p of P is given by

_ 2 _ 52 _ 52 (N-m\PQ L
d—Za/zwlv(p) or d _Za/ZV(p)_ZM(N—JT’ as sampling is
Srswr.

Zi/z PQ N-n N —n Zi/z PQ PQ
= 1= =N , where ng = = (1.8)
d?  (n(N-D) n(N -1) d? V(p)
N-1 N-n N N N -1
or = =——1 = — =1+ —
No n n n Ny
Nn n n
or n= E = 0 = (I)\I 7= (:1 (1.9)
1+ —+ n0+(N_1) 704_7_ 1+70
No N N N

If N is sufficiently large, then n=n,

If precision is specified in terms of V(p) i.e. V(p)=V (given).

Substituting V (p) =V in relation (1.16) we get, ny = F:/—Q, and hence n can be obtained
by relation (1.17).

When precision is given in terms of coefficient of variation of p

Let

(p) _ V(p):ez, or v(p):e2 p2
P p2

(1.18)

CV(p)=e=

Substitute equation (1.18) in relation (1.16), we get,
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Ng = ;Qz = 2& = %(l — 1) , and hence n is given by the relation (1.9).
e“P° e°P e \P
Example: In a population of 4000 people who were called for casting their votes, 50%

returned to the poll. Estimate the sample size to estimate this proportion so that the marginal
error is 5% with 95% confidence coefficient.

Solution: Margin of error in the estimate p of P is given by
| p—P|=0.05,then Pr[| p—P|>0.05]=0.05.
We know that

2
Zy2PQ _(1.96)* x05%0.5

=384.16=384
q2 0.0025

Ng =

and hence,
ne— 0 3504982351,
1+(ng /N)

Exercise: In a study of the possible use of sampling to cut down the work in taking
inventory in a stock room, a count is made of the value of the articles on each of 36 shelves
in the room. The values to the nearest dollar are as follows.

29, 38, 42,44, 45,47, 51, 53, 53, 54, 56, 56, 56, 58, 58, 59, 60, 60, 60, 60, 61, 61, 61, 62, 64,
65, 65, 67, 67, 68,69, 71, 74, 77, 82, 85.

The estimate of total value made from a sample is to be correct within $200, apart from a 1 in
20 chance. An advisor suggests that a simple random sample of 12 shelves will meet the

requirements. Do you agree? > Yj =2138, and ZYi2 =131682.
Solution: It is given that

SV =2138, SY{? =131682, and N =36, then
i i

2
s2__1 V2 —NY 2 =L131682—36(ﬁj =134.5
N-1|% 36-1 36

and
1

|Y—Y|gzoo,then,Pr[|?—v|3200]=%=0.05.
We know that
n NZgn ) (36x1.96)
n=—23 here ng=| —22| 5= 2" 134.5=16.7409
No d 200
1+
N

and therefore,
n=11.42765=12.
Exercise: The selling price of a lot of standing timber is UW , where U is the price per unit

volume and W is the volume of timber on the lot. The number N of logs on the lot is
counted, and the average volume per log is estimated from a simple random sample of n
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logs. The estimate is made and paid for by the seller and is provisionally accepted by the
buyer. Later, the buyer finds out the exact volume purchased, and the seller reimburses him if
he has paid for more than was delivered. If he has paid for less than was delivered, the buyer
does not mention the fact.

Construct the seller's loss function. Assuming that the cost of measuring n logs is cn, find
the optimum value of n. The standard deviation of the volume per log may be denoted by S
and the fpc ignored.

Solution: Let W be the estimated total volume of the timber. The error in the estimate
is W —W .
If W —W =z > 0 sellers loss is zero, i.e. I(z)=0.

If W—W =z <0 sellers loss is —Uz, i.e. I(z)y=-Uz.
When fpc is ignored V(V\7) =N?S2/n , then

N2s2 NS

}, or Z:(\/\7—W)~N£0,Wj,sothat

V\7~N(W,

1 2

2
1 z 1 nz
)_(Ns/\/ﬁ)\/ﬁeXp _E(NS/\/HJ _(Ns/\/ﬁ)\/ﬁeXp[_zstzl

Thus, the expected loss

2
szlfdzo—U; —Ld
m=[" 1) f@dz=]" Z)(Ns/ﬁ)ﬂexp[ 2N232J z

f(z

OV S B L Gl e
~° T (NS/Vn) V2x 2N 2s2

2
:IwUZ;exp __nz dz
0 7 (NS/Vn) 2 2N2s?

2 2c2
Put %zt,then %dz=dt or ZdZ=N S dt.
2N~S 2N~S n
Therefore,
«UN 252 1 UNS

L(n)= e -
Jo N (NS/vn)+2r J2nz
To determine the value of n, consider the function

$(N) = L)+ C(n) = cn+oNS p-1/2.

2z

Differentiate this function with respect to n, we get
% _ e I[UNSjn_yz o UNS 3
N2 227

on 2
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or

2/3
_3/2 2C+27 UNS
n =—" 0r n= .
UNS 2cy2x

Exercise: With certain populations, it is known that the observations Y; are all zero on a
portion QN of N units (0<Q <1). Sometimes with varying expenditure of efforts, these

units can be found and listed, so that they need not be sampled. If o is the variance of Y; in

the original population and O'g is the variance when all zeros are excluded, then show that

2
o2 i Q Y2, where P=1-Q, and Y is the mean value of Y; for the whole

0 - P P2
population.
Solution: Given Y{,Y,,---,YNp,YNP41>-5» YN (first NP units not zero, and rest NQ units
_ 1 N 1 NP
which are all zero). Thus,Y = N >V, population mean, and Yyp =P >Yi,
i=1 i=1
1 NQ N NP N o, NP _ _
YN = —= ZY =0,also, >Yj =D Yj,and D" =D Y ,sothat NY =NPYy\p,
NQ i-1 -l i-1 ol
or Yyp = EY_ . By definition,
N B N N B
O-ZzﬁZ(Y-_ 2:%2 or N0'2=ZYi2—NY2.

i=1

Similarly, ~ NPog = zviz ~NPYgs .
i=1

Thus,
N(o2 —Po2) = NPV2o - NY2 = NP—= 72 _ NY2 = N(l—1j\72 = N(gj\??
p2 P P
Therefore,
2
Pag = o2 —[ng_z or O'g 20__2\72.
P P p2

Exercise: From a random sample of N units, a random sub-sample of Nn; units is drawn
without replacement and added to the original sample. Show that the mean based on (n+n;)

units is an unbiased estimator of the population mean, and that ratio of its variance to that of
1+3n;/n

5 assuming that the population
(1+n;/n)

the mean of the original n units is approximately

size is large.
Solution:Let the sample mean based on n, ny, and n+n; elements are denoted by Y, )_/n1 ,
10

n
Z b ynl = z yl > and
i=1 Ny j=1

and yn+n1 respectively, and are defined as Y, 1
n;
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NYp +0p Yy,
n+m
in two stages,

Ynin, = . We have to show E()_/nJrnl )=Y , in this case the expectation is taken

1) when n is fixed

ii) over all expectation

_ 1 _ _ _ _
E(Yn+n1)=n—E(n Yn +M Yn) = Elnyn+m E(Ynl| n]

+Ny n+n

- E(ny, +n;¥,),since N; is a sub-sample of the sample of size n.
n+n

L (Wan V=Y.
n+n1

To obtain the variance

_ — 2
n yn + nl ynl Y—]

V(Ynsn ) =E (Fnin, V)7 = E[ -

1 _ _ _
=————E[NYy +n Yo —(n+0)Y]?
(n+np)

1 _ — _ —
=————E[My, -nY +n yp -0y V7

_(n+n1)2
1 _ _ _ _ _ _
zﬁE[n(yn =Y)+MYn —MYn Yy - MY T
n+n1
1 R o
=ﬁE[(n+n1)(yn =Y+ (Y, = V)1
n+n1
:( ; [(+n)?> E(Yq -Y)? +0] E(Jn, —Vn)?]. as samples are
n+nm

drawn independently.

=(n++)2[(n+n1>2vwn)+n% EE(Vn, — Vo) )]
1

1 I 2\ o 2 1 1.2
:—(n+n1)2 _(n+n1) V(Yn)+n E{(E_H)S”H

. (n+n1)2V(7n)+nf(n_n1j82}
nn

(n+n)? | 1

ny(n—np) g2

—%{mw)zwvmwsz}=V(vn>+
2 n n(n+n1)2

) (n+nyp)
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Therefore,
V(7n+n1):l+ nO-n) o, mO-n) oo
V(¥n) n(n+n)>V () n(n+n)%s%/n

2

=(n+n1)2+n1(n—n1):n +n12+2n1n+n1n—n12

(n+n)? (n+np)?

B n2+3n1n _1+@3n;/n)
(n+n)?  1+n/n)?

Exercise: A simple random sample of size N =n; + N, with mean y is drawn from a finite

population, and a simple random subsample of size Ny is drawn from it with mean Y;. Show
that

) Vi -Y2)= 5?2 [A/n;)+(1/ny)], where Y, is mean of the remaining N, units in the
sample,

i) V(¥ -9 =57 [a/n)-/m],

i) Cov(y, ¥y -Y)=0.

Repeated sampling implies repetition of the drawing of both the sample and subsample.
Solution:

1) In repeated sampling the given procedure is equivalent to draw subsamples of sizes N;
and N, independently, thus

V(Y1 = ¥2)=V(¥1)+V (¥,), since Cov(yy, Y)=0

=S2[(1/n;)+(1/n,)], ignoring fpc.

el MY +NyY . my;+ny
i) v= Wi+Nays Vi-V=Y - 1Y1 + N2y
n1+n2 n1+n2
L MY N Y MY =Ny Y, Ny (V-
or Jy—y="itNYi =My =Yy 2N =Y2)
n1+n2 n
Therefore,
N e A I IV R T R
Vi -y)=V|———7= =—2V(y1—y2)=—2 —+— S
n n n“\N Ny
:ﬁ[—”l“bjs% N 322”‘”132=(L_1J32_
n2 n1n2 nln nln nl n
iii) Cov(Y, V1 -Y)=E[YY1 -VDI-EWE{H;-Y)
=E(yY, -Y)-Yx0=E(yy)-EF?) (1)

Consider
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_ ny, +n,yvy _ ny _ Ny _ _
E(vw)*(%ylji(ﬁyf+sz1yzj

=%E(75)+”72E<71>E(72>

2
=ﬂ[V(yl)+\72]+”—2\72=ﬂ(s—+\72}+n—2\72
n n { n

nin
2 2
ST g2 Maga ST g2 2
n n n n
Now
— _2 ) ) I 82 _
VI)=EFT)-Y or  E()=V(MYT =Y 3)

In view of equations (1), (2), and (3), we get

s? s? o
Cov(V, ¥ - V) = T+Y2 —|2—+Y?|=0.

n

Exercise: A population has three units U;,U, and Uz with variates Y;,Y, and Yj

respectively. It is required to estimate the population total Y by selecting a sample of two
units. Let the sampling and estimation procedures be as follows:

Sample (S) P(s) Estimator t Estimator t’
U1,Uz) 1/2 Y1 +2Y; Y| +2Y, + Y
U,U3) 1/2 Y +2Y3 Yp+2Y; -2

Prove that both t and t' are unbiased for Y and find their variances. Comment on the
estimators.

Solution: By definition

1
E(M) =2t p(t) = (1 +2, +Y; +2Y3) =Y.
I

This shows that estimator t is unbiased for Y .
E(t?)= %[(\(1 +2Y5)2 + (Y] +2Y3)2 ] = %0(12 +AY S A Y, + Y2 +4Y +4Y)Y3)
=Y +2YF +2Y2 42V, +2V Y5,
Therefore,
_ 2 2 _y2 2 2 2
V(1) = EA*)~[E)]° =Y,° +2Y5 +2Y7 +2Y,Ys +2Y]Y3 — (Y] + Y5 +Y3)
=Y +Y{ =2Y,Y3 = (Y, - Y3)?,

Similarly,
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Et)=>t pt) Z%(Yl +2Y, +Y12 +Y; +2Y;3 —Y12) =Y, hence, t' is unbiased for Y .
i
2y 1 2,2 2,2
E (%) = J10n +2 + Y1) 4 (1 +2¥3 -]

1 a4 3.y2 2 2, y4 3
= 0N 27 Y APV, Yy Y Y2

+ Y12 - 4Y12Y3 + 4Y1Y3 + 4Y32)
=Y Y 2Y Y, +2Y)Y, 2V, - 2Y Y5 +2Y|Y; +2Y7
Therefore,
V() =Et"?)-[Et))
=YY 2YY) 4 2Y) +2YF —2Y Y3 4 2V Y5 42 — (V) + Yy +Y3)?
= (Ya = Y3)? + Y7 (Y2 +2Y, —2Y3)

=V () +Y7 (Y +2Y, —2Y3).
We conclude that both linear estimator t and quadratic estimator t' are unbiased; among
which estimator has minimum variance depends on the variate values.
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UNIT-II

SRATIFIED RANDOM SAMPLING

The precision of an estimator of the population parameters (mean or total etc.) depends on the
size of the sample and the variability or heterogeneity among the units of the population. If
the population is very heterogeneous and considerations of cost limit the size of the sample, it
may be found impossible to get a sufficiently precise estimate by taking a simple random
sample from the entire population. For this, one possible way to estimate the population mean
or total with greater precision is to divide the population in several groups (sub-population or
classes, these sub-populations are non-overlapping) each of which is more homogenous than
the entire population and draw a random sample of predetermined size from each one of the
groups. The groups, into which the population is divided, are called strata or each group is
called stratum and the whole procedure of dividing the population into the strata and then
drawing a random sample from each one of the strata is called stratified random sampling.
For example, to estimate the average income per household, it may be appropriate to group
the households into two or more groups (strata) according to the rent paid by the households.
The households in any stratum so form are likely to be more homogeneous with respect to
income as compared to the whole population. Thus, the estimated income per household
based on a stratified sample is likely to be more precise than that based on a simple random
sample of the same size drawn from the whole population.

Principal reasons for stratification

e To gain in precision, divide a heterogeneous population into strata in such a way that each
stratum is internally homogeneous.

e To accommodate administrative convenience (cost consideration), fieldwork is organized
by strata, which usually results in saving in cost and effort.

e To obtain separate estimates for strata.
e We can accommodate different sampling plan in different strata.

e We can have data of known precision for certain subdivisions treating each subdivision as
a population in its own right.

Notations

Let the population, consisting of N units is first divided into k strata (sub-populations) of
size¢. Ny,N,,---,Ni. These sub-populations are non-overlapping such that

N;+Njy +---4+ Ny =N. A sample is drawn (by the method of srs) from each stratum
(group or sub-population) independently, the sample size within the i—th stratum being n;,

(i=12,---,k) such that n +ny +---+n, =n. The following symbols refer to stratum i.
N;, total number of units.

n;j, number of units in sample.

, sampling fraction in the stratum.

, stratum weight.
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Yij» value of the characteristic under study for the j —th unit in the i—th stratum,

J=L2,---,Nj.
o1 N
Yi = 'R Z Yijj » mean based on Nj units (stratum mean).
ij=1
1
Vi =— Z Yij » mean based on nj units (sample mean).

N; j=1

N:
I <& - . : .
aiz = N E (yij —Vi )2 , variance based on N;j units (stratum variance).
i i
j=1

N;j _
Si2 = ﬁ z (Yij — Vi )2 , mean square based on N; units (stratum mean square).
i j=1
-

Nj
" Z(yij - Vi )2 , sample mean square based on n; units.
nj—1s
j=1

k k
Y = % = ﬁz N; Y = ZWi Y; , over all population mean.
i=1

Theorem: For stratified random sampling, wor, if in every stratum the sample estimate Y; is
an unbiased of Y;, and samples are drawn independently in different strata, then

k
Vst = ZWi Yi is an unbiased estimate of the over all population mean Y and its variance is

i=1

V(Y )=§k: oD w2s?,
st &, N, i i

Proof: Since sampling within each stratum is simple random sampling, i.e. E(V;)=Y;, it

follows that

K K K
E(YVs)=E [ZWi Vi ] = ZWi E(Yi) = ZWi Y; =Y . To obtain the variance, we have
i=1 i=1 i=1

2

K K 2 K
V(Ys)=E[Vs — E(Ys)]* = E[Z\Ni yi - E[ZWi Vi ]] = E[Z\Ni {Vi - E(yi)}:|
i=1

i=1 i=1
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k k

- E{ZWF i - E(Vi)}2:|+ E| 2 Wi Wi {5 - E(7)} T ~E(i)}

i=1 ii'
i=i’

=~

Z V(yl)+z ZWW Cov (i, Vi) -

i=1 i=l i'#i=1

Since samples are drawn independently in different strata, all covariance terms vanishes, then

k k
V(Vst)= Z:Wi2 V(Vi)= Z(L - %jwiz Si2 ,as Srswor within each stratum.
i=l1 i=l1 i

Alternative expressions of V (Y )

) V(Y )—Ek(l lezsz EK(N‘_n‘JNizsz/n ! }k Ni(N; —n;)S? /n
S ni N| I I N| N2 I I NziZI 1 1 I I |

i=1 i=1

k k o2
: I

2 .
N i=1 i=1 N

Corollary: YAst =N VYg; is an unbiased estimate of the population total Y with its variance
V(Y )—i 1 TNzs?
U= | TN
i=1\"1 |
Proof: By definition
E(Y¢)=NE(Vs)=NY =Y, and

k k
5 _ 1 1 1 1
V(s)=N?V(¥s)=N 22(———]%8? =Z(———j N7S?
io\ni N i=1 Nj
. 2 X 2 2
=2 Ni(Nj =n)S{7/nj = X N (1= ;) S{" /mj.
i=l i=1
Remarks
n.
a) If Nj are large as compared to n; (if the sampling fractions f; = N—' are negligible in all
i
strata), then,

k k
) _ 1
D V()= W ST /i = INE ST /g

k
i) V(¥g)=D NES?/n;.
i=l
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ni N N;
b) Ifin every stratum — = WI Le. nj = nWI = nW;, the variance of Y reduces to
n

V(Vg) = Z( ”'JW. s?/m =3 (was /n—TZW s2.
i=1

| i=1

ni N
c¢) Ifin every stratum —- = WI , and the variance of Yg; in all strata have the same value S 2
n
1-f & 2 1-1f o . k
, then the result reduces to V (Yg ) = —ZWi S“=—S57, since ZWi =1.
n

i=l i=l1

Estimation of variance

If a simple random sample is taken within each stratum, then an unbiased estimator of Si2 , 18

,2 =— Z (Yij —Y¥i)” , and an unbiased estimator of variance Yg; is
ni -
A _ K(1 1 2 2 1 & 2
V(Tst)=V(Tst) =D, TN Wi ——22 —Nj)si /n;
=1\ i i i=1

k
=>Wi (1- f)st/n; .
i=l1

Alternative form for computing purposes

w2s2  Kw2s? kw22 Kwis?
V(- Y S WS WSS
|

i=1 [ i=1 | i=1 i=1

k
Theorem: If stratified random sampling is with replacement, then Y :Z\Ni Yi 1s an
i=1
_ K
unbiased estimate of population mean Y and its variance is V(Y ) = Z:Wi2 Si2 /nj.
i=1

Proof: As in stratified random sampling, wor, E(Vg ) = Y, and

k
V(Yst) = ZW V (Vi) Zw2a,2/n, Zw ( = Js /n,;ZWi2Si2/ni
i 1=1

i=1 i=1 i=1

=~

Corollary: Y =N yg =N ZWi Vi = Z N; ¥; is an unbiased estimate of the population
i= i=1
total Y and its variance is

k k
V(Ys) =V(N Vg) = N2V (Yg) = N2 Wi?SE /ny = YINF S2 /my
i=1 i=1
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Choice of sample size in different strata

There are three methods of allocation of sample sizes to different strata in a stratified
sampling procedure. These are

1) Equal allocation.
ii) Proportional allocation.
ii1) Optimum allocation.

Equal allocation: In this method, the total sample size n is divided equally among all
the strata, i.e. for i—th stratum n; =n/k. In practice, this method is not used except when

the strata sizes are almost equal.

Proportional allocation: This procedure of allocation is very common in practice
because of its simplicity. When no other information except Nj, the total number of units in

the i —th stratum, is available, the allocation of a given sample of size n to different strata is
done in proportion to their sizes, i.e. in the i —th stratum n; oc Nj or nj = A Nj, where A is

the constant of proportionality, and

k K n n
> nj=a) Nj, or A=—, = nj =—Nj =nW;.
i=1 i=1 N N

V(Yst) Under proportional allocation

k k

_ 1 1 2 a2 W, W, 2

V(Yst)prop = 2 [_nWi - N; Jwi Si" = 2'(nV\I/i - Nli W;Si
i=1 i=1

k k
1 1 o I-—f 2
=(———j§ wis? =——3 w;s?.
n NJi5 N g

Note: If the variances in all strata have the same value, S 2 (say), then

_ 1- f k
V(yst)prop ZTSZ,aS zWi =1.
i=l1

Alternative expressions of V (Vst) prop

k k k
_ 1 1 5 (N-=n Ni .2 N-=n 2
V(¥st) pro =(———J WiS; =[ j — Si = NiSi .
PP “\n N E nN E N nN 2 E
Optimum allocation: In this method of allocation the sample sizes n; in the respective
strata are determined with a view to minimize V(Yg ) for a specified cost of conducting the
sample survey or to minimize the cost for a specified value of V(Y ). The simplest cost

function is of the form

k
Cost =C =¢( + Zci n; , where the overhead cost C( is constant and C; is the average
i=1
cost of surveying one unit in the i —th stratum
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k
C-cy :Znici =C’' (say) (2.1)
i=1
k k 2c2 k 202
and V(Vgt)=). L wiZsE =3y i Si -3 i Si , 5o that
i\ N i Mg Ni
k 202 k
W;S; wis? |
V(Yst)"‘z Z =V’ (say) (2.2)

N;

where C' and V' are function of n;. Choosing the nj to minimize V for fixed C or C for
fixed V are both equivalent to minimizing the product

e

It may be minimized by use of the Cauchy-Schwartz inequality, i.e. if a;,bj, i =1,2,---,k are
two sets of k positive numbers, then

i=1 ai

2
k k k b
[Z ai2 ] [Z bi2 ] > (Z ajb; J , equality holds if and only if —- is constant for all i.
i=1 i=l1

Taking & =W;S; //nj >0, and b; =/nic; >0, then
k 5 k 5 Kk 2
C'= > WiSi /{n)” Y (Ymici)” =| Y Wisifei | -
i=1 i=1 i=1

2
k
Thus, no choice of n; can make V'C’ smaller than (ZWiSi 1/Ci} . This minimum value
i=1

b:
occurs when —- = constant, say A.
aj

b nici(ﬂ} nye PR 2.3)

o

= n;<W;S;/,/Cj , this allocation is known as optimum allocation.

or nj =
i WS, |~ W;S;

Taking summation on both the sides of equation (2.3), we get

k
Z W Si or A= k# , and hence,

=1 I= 1 >WiS; /4fci
i=1
W-S~/\/_- N;S; /4/ci

nj =n =n (2.4)

ZWS/\/_ ZNS/\/_
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Alternative method

To determine n; such that V (Y;) is minimum and cost C is fixed, consider the function

PV

k K w22
WPS? Ewes?
| i=1 i

Co +Zci”i —CJ, where A is some unknown
i=1
constant.
Using the calculus method of Lagrange multipliers, we select nj, and the constant 4 to
minimize ¢. Differentiating ¢ with respect to n;, and equating to zero, we have
22
Wi~ Sj W;S;

9 _g-_ '2' + A G or ni:L#

0 ni ni \/Z \/a
(23a)

= niOCWiSi/\/a or niOCNiSi/\/a.

Taking summation on both the sides of equation (2.3a), we get

k k
1 1 n
= S'W:S: /. Jc: e
Enl \/zé i 9 \/a or N
WS /e
i=l1

W;S; /o n NiSi /y/ci (2.49)

= niznk

> WiSi /e iNiSi/\/E

The total sample size n required for the optimum sample sizes within strata. The solution for
the value of n depends on whether the sample is chosen to meet a specified total cost C or to
give a specified variance V for Yg;.

1) If cost is fixed, substitute the optimum values of n; in (cost function) equation (2.1) and
solve for n as

k k S/ [o g
C-co=.cinj=.n I:N'S'/\/a ci=n)y kW'S' Ci
i=1 i=1 ZWISI/\/E IZIZ .S, /\/_
i=1 i=1
C—CO K
= n=- Zwis,/ Gi

Hence,

- C-¢p ZWS e W;S; /4fci (C_CO)W'S‘/\/_i.
_ZW.S.\/_.' ! Zws " ZWS o

V(Yst) Under optimum allocation for fixed Cost
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W2 52

V (Ystopt = i[m[\/—ZW " F]__

(Zws\/_} 2. W82

CCO 1

ii) If V is fixed, substitute the optimum n; in equation (2.2), we get

) Wi%s; Zws e
V(Vst)+ﬁi§WiSi2=nZ WS /\/— Z_ZWS \/_[ZWS /\/_J

i=1 | 1
Thus,

k
n= lk ZW Si \/_[ZWiSi /\/EJ , and hence,
V +I1IZWiSi2 =1 =1

i=1

niz—{(W.S/\/_)ZWS \/_}
V+le‘iws2

Optimum cost for fixed variance

i k ] k k
| Wi Si/e) Y WS ey [ZWiSi\/EJZWiSi\/a
C-cq :ZCi 1 ki=1 _\i=l : I(I=l
= V> w;s? Vo >'W;st
L N i=1 i N i=1

:v +N%‘w s? ['Z%W ) \/_]

Remark

An important special case arises if C; =C, that is, if the cost per unit is the same in all strata.
k

The cost becomes C =c( + chi =Cp +¢n, and optimum allocation for fixed cost reduces
i=1

to optimum allocation for fixed sample size. The result in this case is as follows:
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In stratified random sampling V (Y ) is minimized for a fixed total size of sample n if

W;S; N;S; .
nj=n_———=n_——— = nocWS; or njoN;Sj, and is called Neyman

2WiSi DN
i=1 i=1
allocation and V (Y4 ) under optimum allocation for fixed n or Neyman allocation.

Zk} I}W s¢ _Zk:[%(zk:wisilwisi —Niiﬁ%jwis?]

i=l1 i=1

k
V(Vst)opt = Z(

i=l1
1 & ok )

=~ SWs; | ——Swis?.
n E ¥l N Igl 1~

2
k
Note: If N islarge, V(Ygt)opt reduces to V(Vst)opt :i(ZWisi] .
nit#
=1

Relative precision of stratified with simple random sampling

Here, we shall make a comparative study of the usual estimators under simple random
sampling, without stratification and stratified random sampling employing various schemes
of allocation i.e. proportional and optimum allocations. This comparison shows how the gain
due to stratification is achieved.

Consider the variances of these estimators of population mean, which are as follows.

I-f .o
Vign =—S
ran n

1- , 1 1&
Vprop = —— ZWS =HZ ; _ﬁzwisi :
— i=1 1=

2
k
1 2
Vopt = [ZWSJ —WZWiSi .
i=1
Now

k N;j _ k Nj L
(N-DSZ=>"> (v )2 =Y. D (yj - Vi +Y; -¥)?

i=1j=1 i=1j=1

(Yu _Y) +ZZ(Y Y) +2ZZ(VU -YD (i =Y)

i=1j=I1 i=1j=1

MX
TMZ

Il
—

=~

N
Z —1)82+ZN(Y -Y)? +ZZ(Y Y){Z(Y,JY)}

=1 i=1 i=1 j=1
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k k

:Z(Ni —l)Si2 +2Ni(Y_i —\7)2 , as sum of the deviations from their
i=1 i=1

mean is zero.

N-1)"'" “N-1"

i=1

For large N,
N; -1 (N;/N)—(1/N
i—>0,sothat, ! =( i/N)~=( ); i
N N -1 1-(1/N)
and
Ni _ (Ni/N)
N-1 1-(1/N) "
so that
koo ko
=2 WiS{ + D Wi (Y -Y)
i=1 i=1
Hence,
1 f 1-f & 1 _
Vian = $%= ZWiSi2 + -Y)?
n n iz
1 ... .
=Voprop +—ZW \ ~Y)? Vprop + positive quantity.
i=1
Thus, Vyan 2Vprop- (2.5)

Further, consider

2
k k k
2 2 1 1 2
Vprop —Vopt = Zws Zwisi —H[Zwisi} +W2wisi
i:1 i=1 i=1

=% iz:wis? —Lz:wisijz =% Zk:WiSiz +(_Zlei5iJ2 —2{Zklwi5ir

i=1

k
as ZWi =1
i=1
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i=l1

L] & k 2 K

= H ZWi S|2 + ZWiSi —ZSi zWiSi
X k 2

=— ZWi S - ZWi Sj | =+ve quantity.
n: :

2
k k
1
i=1 i=1
Thus,
Vorop = Vopt -

(2.6)

From equation (2.5) and (2.6), we get

Vran 2 Vprop 2Vopt :

Also,
Lk k P fk _,
Vian =V0pt+_zwi Sj _ZWiSi Jr—Z:Wi(Yi -Y)~.
n = = n =
=1 =1 i=1
Remark

In comparing the precision of stratified with un-stratified random sampling, it was assumed
that the population values of stratum means and variances were known.

Estimation of the gain in precision due to stratification

It is sometimes of interest to examine, from a survey, whether the mode of stratification has
been effective in estimating the population mean with increased gain in precision relative to
simple random sampling without replacement. The data available from the sample are the

value Nj,n;,Vj,and Siz. An unbiased estimator of the variance of Yg; is given by

k k
V(Tst) =D Wi?sf /ny = > Wi s /N.
i=l1 i=l1
The problem is to compare this variance with an unbiased estimate of V(Y ) based on the

given stratified sample. For estimation of V (Yg, ), note that

= 1 1)Y.2 N-n_s
\Y =|———|S" = S°.
(Ysr) (n Nj N

We shall first estimate S2, when Y; and Si2 are available for all the strata. Consider, the
relation

k k k k
(N-1)S? =Y (N; =DS7 + D Ni(F; =Y)7 =" (Nj =S + N D W; (V; =),
i=1 i=1 i=1 i=1



29

k k
=>(N; -1)SZ +N LZwi Y2 —\72}
i=1

i=1
To get the estimate of S 2 , we need the estimates of Siz , Y_i2 and Y 2. As sampling is simple

random wor within each stratum, so 5i2 1s unbiased estimate of Siz . Note that

_ _ — _ _ 2o 1 1
VOD=EFi-YD7. = W =E@F)-V(¥i),and YiZZYiZ_[n___WJSiz
i i
Similarly, after noting that V (Y¢) = E (Vg —Y_)2 =

2 1 1
Y2=y2 - o wZs?.
Yst Z(ni NiJ i Si

i=1
Thus,

k k
(N=DE2 =D (N =52+ N| SWi 77 = = |s2 =433 =3 - -1 jws?
= = i N i\ N

k 5 K1 1 s (1 1 )y20
=Y (Nj=Dsi +N ZWM —~ —Z(——W]Wisi +Z(F__-JW‘ S;
i | |

i=1 i=1

N
k 5 [k k 1 1 2
=Y (Ni =Ds7 +N| D Wi (7 - Tst)* = D W, U‘“’”(;‘ﬁjsi
i=1 Li=1 '

k k
:N{ﬁZ(Ni—l)Siz"'ZWi(% Vst)’ —ZW (1- W)[__NLJS?}.

i=1 i=1 i=1

Therefore,

~_ N-n| N [1& _
V(Vsr)= nNn[ﬁ£WZ |S| ZS| +ZW (Vi - yst)2

i=1

k k k
=W (1-Wi)sE /mi+ Y Wi s /NG = > w2 s?/Niﬂ.

i=1 i=1 i=1

. N-n [1g _ k
V(ysr):n(N _nl)[ﬁz |5| - ZS, +ZW (Vi - yst)Z_ZWi(l_Wi)Siz/ni

k
+2Wi st /NW; — Y Wy siz/NWiJ

i=l1 i=l1
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k k
>TW; s+ D W (3 - Vst)? Zw (1-W;)s? /n.——zw sf
n(N—l) i-1 i-1 i-1

N K o (& & )
n(N—l)[ N]Z; m Z i (Yi = Yst) —ZWi(l—Wi)Si /n;

i=1

k K Y
Z (N—nl)ﬂz i(yi_ySt)z_ZWi(l—Wi)Siz/ni]_

=1 i=1 i=1
The estimate of the relative gain in precision due to stratification is thus obtained by

V(Ysr) V(Yst)
V(Ver)

Alternative result

. N-n[1&
V(YSr)—m[WZ‘;N ;SI +IZ:1W i(Vi— yst) _|Z:1W (1= W)S| /n;

k k
+ > Wi s/ NW; - > w2 siz/NWi]
i=1 i=1

N-n (& =~ X 2w 2 o2 L 2
=————| Y Wis{ + D WiV - Vst)” — D Wi s /nj+ > Wi“si /n; _szi S
i—1 i—1 i—1 i—1

n(N-D{i3
:M_Zk‘,wi()ﬁ YSt) +2W Si (1_i %_LJ:I
n(N-1)| = & o N
Exercise: In a population with N =6 and k =2 the values of yij are 0, 1, 2 in stratum

1 and 4, 6, 11 in stratum 2. A sample with n =4 is to be taken.

1) Show that the optimum n; under Neyman allocation are Ny =1 and n, =3.

i1) Compute the estimate Yg for every possible sample under optimum allocation and

proportion allocation. Show that the estimates are unbiased. Hence find V (V) directly

under optimum and proportion allocation and verify that V (Y4 ) under optimum agrees

K
with the formula V(Vst)zl[ZWiSiJ ZW 52 Z(L—NLJW 82 and
ni
i=1

|1n I

V (Yt ) under proportion agrees with the formula V (Yt ) = (l — %) ZWi Si2 .
n .

Solution: Given N =6, n=4, k=2,and N; = N, =3, also Y_l =1, and Y_2 =7

i) Under Neyman allocation,



121 Where Si2 :N_;_Z(yij —Y_i)2 , so that,

3 3
S; =ﬁ§(y1j—Yl) =l,and S5 =—— _lz(bj—Yz) =13.
174 =1 2 j=1

Therefore,
NSy

S N
ZNiSi
|

2

np=n =],and Ny =n

2152 =3,
N;S;
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ii) Possible samples under optimum allocation will be 3C1><3C3 =3, since Ny =1, N, =3

and Nl =3, N2 =3

Samples Means
I I Vi Y2 Yst
0 4,6,11) 0 7 3.5
1 (4,6,11) 1 7 4.0
2 4,6,11) 2 7 4.5

E(Vst)=(3.5+4.0+4.5)/3=4= Y, thus Vg is unbiased estimate of Y under

optimum allocation.

V (V) =[(3.5-4)% + (4.0 - 4)? +(4.5-4)%1/3=0.1667..

V(Y (L s o[ w2 o[ w2 s2 —o1667
YSt)—z_ T 1 o1t N 2 ¢2 7" '

o\ Nj . Np n, Nj

2
k k
o 1
V(yst)=—£ZWiSiJ —WZWis? = 0.1667.

Possible samples under proportional allocation will be 3 C, x3 C, =9, since n; =nW;, so

that np =2, ny =2.

Samples Means

I I Yi ) Yst
0, 1) (4, 6) 0.5 5.0 2.75
0, 1) (4,11) 0.5 7.5 4.00
0, 1) (6,11) 0.5 8.5 4.50
0,2) (4, 6) 1.0 5.0 3.00
0,2) (4,11) 1.0 7.5 4.25
0,2) (6, 11) 1.0 8.5 4.75
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(1,2) (4, 6) 1.5 5.0 3.25
(1,2) 4,11) 1.5 7.5 4.50
(1,2) 6, 11) 1.5 8.5 5.00

E(Ygt)= 5(2.75 +4.00+4.50+3.00 +4.25+4.75+3.25+4.50 +5.00) =4 =Y
Therefore, Vg is unbiased estimate of Y under proportion allocation.

. a2 a2 VI
V (Vst) = 5[(2.75 4)° +(4.00-4)" +---+(5.00-4)"]1=0.583.

By formula

k

- 11

V (Vg) = (H - Wj > W; $f=0.583.
i=1

Exercise:The households in a town are to be sampled in order to estimate the average amount
of assets per household. The households are stratified into a high-rent and low-rent stratum. A
house in the high-rent stratum is thought to have about nine times as much assets as one in
the low-rent stratum, and S; is expected to be proportional to the square root of the stratum

mean. There are 4000 households in the high-rent stratum and 20, 000 in the low-rent
stratum.

i) Distribute a sample of 1000 households between the two strata.

ii) If the object is to estimate the difference between assets per household in the two strata,
obtain the optimum sample sizes to be distributed in two strata such that n; +n, =1000.

Solution:
Given N; =4000, N, =20,000, W, =%, and W, = %
Also,
Y1 =9Ys, SicVi, = 8 =AY
and Szoc\/YT, = S, =A,Y;.
i) Since total sample size is fixed i.e. N =1000, then the optimum value (under Neyman

W; S;
allocation) n; = n—-—-"— 5o that

w 1/6(3A Y-
n1:n1—81:1000x _( 2) —=375,and N, =625.
W Sp+W3 S, 1/6(3A \Y3)+5/6(AYy)

ii) Unbiased estimate of (Y; —Y,) is (V] — ), therefore,

V(¥ =V¥2)=V (¥;)+V (Y¥,) -0, as sampling from strata are independent.
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sz s?
|- L Slz+ b 822= e 2 terms independent of Ny and n,.
Ny Ny N N

Now our problem is to find n; and n, such that variance of the estimate is minimum
subject to condition Ny + N, =1000.

To determine the optimum value of n;, consider the function

s2 s2
1 2
¢=—+—=+A(n; +ny —1000). (D
n n
1 2

where A is some unknown constant. Using the calculus method of Lagrange multipliers,
we select n; and the constant A to minimize ¢ .

Differentiating equation (1) with respect to n;, we have

2 2
%zoz_s_lz_yﬂ = ﬂ,:s—lz (2)
ony ni ni

2 2
S N ©
any n3 n3

In view of equations (2) and (3), we get

SE_S: L SiomM L,y Sin
2 2 2 2 S, n,
n© n S5 ny 2 M

But from given values, we have

3AY
iz _2 =3 = §;=3S,, and hence,
S5 AV
n S
Therefore,

30, +ny =1000 = ny =250 and n; =750.

Exercise: A sampler has two strata with relative sizes W}, W, . He believes that S;, S, can
be taken as equal but thinks that ¢, may be between 2¢; and 4c;. He would prefer to use

proportional allocation but does not wish to incur a substantial increase in variance compared
with optimum allocation. For a given cost C =N +C,N,, ignoring the fpc, show that
V(¥st) prop _ Wic; +W,e,
V(Vst)opt (Wy4/C +W21/C2)2

If W) =W, , compute the relative increases in variance from using proportional allocation
when €, /C| =2,4.
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Solution: We know that V (Yt ) under proportional allocation, ignoring fpc is

K
_ 1 1 1
V (Yst) prop =HZWiSi2 =H(W1312 +W25§)=532, as §; =5, =3 (say), and
i—1

Wl +W2 =1.
Under proportional allocation
n = nWl , and n, = an, then C= nchl + nW2C2 = n(WICI +W2C2) . So that

C

_ 1 2
n=——— and V =—(W;c; +W,C,)S~.
Wic; +Wae, (¥st) prop C(Wl 1 2€2)

Note that, V(Y ) under optimum allocation, ignoring fpc is

2
_ 1L 1 1
V (Vst) opt =E(ZWiSiEJ =EON151\/E+W232\/02)2 =E(VV1\/E +W,,fc;)? 82
i=1

Therefore,

1 2
V(Yst)prop E(WICI TW2ep)S _ Wic +Whe)
- = = 2"
V (Yst)opt CI:ONI\/E+W2\/€)282 (WI\/EJFWZ\/E)

The relative increase in variance from using proportional allocation is given by

~ V(¥st) prop =V (Ystdopt V' (¥st) prop - Wic; +Wse, B
V(¥st )opt V(¥st)opt (Wl\/a+W2\/§)2

If Wy =W, , we have W; =W, =0.5, since W; +W, =1. Thus

RI

Rl = O.5C1+0.5C2 1= Ci+Cy _1
0.5c, +05,c5)>  05(Jc; +4c2)>
. Cy
1) When —==2 or Cy =2C;, then
Ci
C| +2¢; 3¢
RI = -1= —-1=0.029437.
0.5(Jc; +4/2¢)%  0.5¢,(1++/2)?
.. Co
ii) When —==4 or Cy =4c;, then
€l
4
RI Gt XL jooattl.

=0.5(\/E+2\/E)2 T 050,3+2)°

Exercise: A sampler proposes to take a stratified random sample. He expects that his field
costs will be of the form Zci n; . His advance estimates of relevant quantities for two strata

are as follows:
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Stratum W; Si o
1 0.4 10 4
2 0.6 20 9
. . n n C e . —
1) Find the values of —L and —2 that minimize the total cost for a given value of V (Vg ).
n n

il) Find the sample size required, under this optimum allocation, to make V (Yg) =1, if fpc
is ignored.

1ii) Obtain the total fixed cost.

Solution:
1) The optimum value of n; for given variance when cost is minimum are given by
W; S; /4G ni Wi S/
nlzn;\/_l = _IZ;\/_I,then

k Kk
>W; S; /4 " >W; S; /4c;
i=l i=1

n W, Sy /Je; 1

N W, S /e +W, S,/ e, 3

and

n_2_ WzSz/ Cy _g
n Wlsl/\/a"'WZSZ/ Co 3

i) We know that

k

V (Vst) = Z(L - NLJWi2 Si2 , if fpc is ignored, then V (Vg ) reduces to
=1\ i

kw?s? W?s] +W22 S 0.16x100x3 L 036x400x3 _ 264

o N n Ny n 2n n

V(Vst)z

It is given that V (Vg ) =1, so that, n=264.

Therefore,
0 =2=88, and n, =176.

Or

We know that the optimum value of n; for given variance are
(W;Si /4/ci) D WiSi i
_ i

nj
Vv +$2Wisi2
i

For large N, and V (Vg ) =1, it reduces to
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ni =(W;S; /\/E)Zwisiﬁ-
|

Therefore, after simplification, n; =88, and n, =176.
iii)  Cost function is given as Zci nj , then, zci Nj =Cy Ny +Cy Ny =1936.
Exercise: After the sample in previous exercise is taken, the sampler finds that his field
costs were actually $2 per unit in stratum 1 and $12 in stratum 2.
1) How much greater is the field cost than anticipated?

ii) If he had known the correct field costs in advance, could he have attained V(Y ) =1 for
the original estimated field cost in previous exercise?

Solution:

1) The correct field cost=CyN; +CoNy =2x88+12x176 = 2288.

i) By Cauchy-Schwartz inequality

K 2 K w2g2 k
V'C'2| SW;S;fc; | , where vi=y 'n L, and C'=njc;
i=1 i

i=1 i=1

Thus, to get V' =1, the minimum cost will be

C'=(W;S14/c; +W5S54/c5)? = (0.4x 1042 +0.6x 204/12)% = 2230.
Or

Note that, optimum cost for fix variance, ignoring fpc, is

K 2k 2
C =Vl[2wisi\/EJ =[Zwisi\/ﬂ =2230,as V (Vg ) =1.
i=1 i=1

Exercise: With two strata, a sampler would like to have n; =n, (equal allocation) for
administrative convenience, instead of using the values given by Neyman allocation. If
V (Vst),and V (Vs )opt denotes the variances of equal allocation and the Neyman allocation,

V(¥st)-V (Vst)opt _(I’ - 1]2
V (st )opt r+1)’

respectively, show that the fractional increase in variance

n . . n
where r =— as given by Neyman allocation i.e. I = (—lj .
) ny
opt

k

Solution:  We know that V (yst):z[L__l\}
4 n; .
i=1 | 1

allocation (n; =n, =n’), if fpc is ignored, for two strata reduces as

]Wi2 Siz , then variance of equal

2¢c2 2¢c2
_ Wi S W5 S
V(g) = TR

1
= F(le S{ +W#S3)

!

and variance under Neyman allocation (for fixed n), is
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2
k
_ 1 1 5
V (Vst)opt ZH(ZWi SiJ =3 W S +W5 Sy)”.
i=1

For fixed n optimum allocation reduces Neyman allocation, so that
W; S;j W, S
n; =2n'— 71 ,and n, =2n'k2—2,then,

K
D Wi S D Wi S D Wi S
i=1 i—1 i—1

W; S
, SO nl =2n'k1—1

n W, S
(—1] =121 _p (given).
N2 Jopt W2S2

Therefore,
1 202 w2e2y L 5
v v - ST +W, S))—— S;+W, S
V(¥st)—V (Ystdopt n'(Wl 1 2 S5) Y Wy S;+W, S3)
V (Vst)opt 1

S; +W, S5)?
2n,(W11 252)

2 (W ST +W5 S3)— (W, S; +W, S5)?
(W, S; +W, S,)?

2W2 ST +2W, S7 — W7 SE-WS ST —2W W, S;S,
(W; Sy +W, S5)°

ws, Y’
2 -1 2 2
:(\lel—W282) _ Wzsz :(r—l) :(r—lj
Wy S +W5$2)° (W, s, . 2 (r+n? \r+l
W3 Sy
k
Exercise: If the cost function is the form C =c( + Zci \/E , where C( and ¢; are known

i=1
numbers, then

1) Show that in order to minimize V (Yq ) for fixed total cost, nj must be proportional to

2/3
W;* sf
Cj .

i) Find the n; for a sample of size 1000 under the following conditions:
Stratum W; S; Cj
1 0.4 4 1
0.3 5 2
3 0.2 6 4
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Solution:

i)

k 22 k 22

Wi~ S; Wi~ S

We have V (Vg ) = S —Z S
i=1 i i=1 N;

k

To determine nj such that V (Yg) is minimum, and cost C =¢ +Zci YN is fixed
i=1

(given), we consider the function

Kw2e2 Kk 2a2 k
¢=Zw'n_s' —ZW'N_S' +/1{co +Zci\/ﬁ—cj.
i-1 Moo Ni i=1
(1

where A is some unknown constant. Using the calculus method of Lagrange multipliers,
we select n; and the constant A to minimize ¢ .

Differentiating equation (1) with respect to n;, we have

w;? s _ W2 87 _
ani ”i2 2 ni2 2
2/3
or (Nj)”’*=————— or nj =| — —
/1Ci A Cj
and hence,
2/3
(wiz s?} . (2)2/3 .
nj oc| ——— , siInce — 1S constant.
Cj A
2/3
2/3 2c2
W. F
We have n; =(£] ['—S'] 2)
A Cj

Taking summation over all strata, we get

K 2?3 k(w2 s? 2/3 53273 o
D M R

i1 Ci

Substitute equation (3) in equation (2), we get

2

i=1
Therefore,

2/3
N = n (Wi2 Si2 J
- 2/3 . :
Ci

~ 1000
(2.56)2"3 +(1.125)?"3 + (0.36)%/3

n x (2.56)%/% =541, ny =313, and ny =146
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Stratified random sampling for proportion

Theory for estimating population mean Y or population total Y on the basis of stratified
sampling with srswor and sSrswr in the strata can easily be applied to the estimation of a
population proportion say P by taking the population values of yjj as 1 or 0 according as

the unit belong to that class or possesses a particular character C, then

N;

Y_i = NL Z Yij =F> proportion based on N; units (stratum proportion)
ij=1
Y :Wz Yij =—Z N; B, ZW P, = P, over all population proportion

i=l j=I i=1 i=1

_ 1 . .
Vi = Yij = Pi , sample proportion based on nj units

0i2 = NL 3 (yij — P) =P - P2 P.Qj, stratum variance of proportion based on Nj units
i j=1
N; N;
Si2 =Ni% Zl(yij - F’L,)2 mPQ,, stratum mean square of proportion based on N;
j=
units
— — pI = —_1 P;d;j , sample mean square of proportion based on n; units
Theorem: In stratified random sampling, WOr, an unbiased estimate of the over all

population  proportion is  given by Pst = ZWi Pi with  its  variance
i=l

R . . . .
V(pgt) = sz{ N1 j nQI where pj is the sample estimate of proportion P, in the
i=1 1 I

i —th stratum.
Proof: Since sampling within each stratum is simple random sampling, so that E(p;) = PF;,
it follows that

k k
E(pst) = Wi E(pj)=> WP =P. To obtain the variance, we have
i=1 i=1

1 Nj
V (pst) =E[pst — E(ps))’ ZW V(D.)—ZWZ[———] RQi., as
sampling is Sfwor within each stratum.

=§ (nN ]N RO 3w Z[HJHQNW-

i=1
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Corollary: If stratified random sampling is with replacement, then the variance is

k
V(pst) =Y WRQ; /1.
i1

Theorem: In stratified random sampling, Wwor, an unbiased estimate of
2 RQi 5 1 & Pi gi
V(pst) = ZW N " _1SV(pst):V(pst):_Z(Ni i)W —
i— N; N i —1
k
Proof: E[V (py)]= { Z(N “npw; P q'l} 1 {Z Vr\]/ ”'p'ol"]
. =t .

_Lk oA Wi [ Nipi G
_NE(NI n.)ni E[—ni_l

K (N: —n .
:;(NNli _nll jwi2 P Qi -
i=

n;

k - - o3 -
= %Z ni)vi %, since E (Si2) = Si2 with srswor .

Corollary:  With stratified random sampling, Wr, an wunbiased estimate of

K K
V(pst)=zWi2PiQi /N iSV(Iost)=ZWi2 pidi/nj —1.
i=1 i=1
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UNIT-111

CLUSTER SAMPLING

In random sampling, it is presumed (to suppose) that the population has been divided into a
finite number of distinct and identifiable units called the sampling units. The smallest units
into which the population can be divided are called the elements of the population, and a
group of such elements is known as a cluster. After dividing the population into specified
cluster (as a simple rule, the number of elements in a cluster should be small and the number
of cluster should be large), the required number of clusters are then obtained either by the
method of equal or unequal probabilities of selection, such procedure, when the sampling
units is a cluster, is called cluster sampling. If the entire area containing the population
under study is subdivided into smaller area segments, and each element in the population is
associated with one and only one such area segment, the procedure is alternatively called
area sampling. There are two main reasons for using cluster as a sampling unit.

1) Usually a complete list of the population units is not available and therefore the use of
individual unit as sampling unit is not feasible.

i) Even when a complete list of the population units is available, by using cluster as
sampling unit the cost of sampling can be reduced considerably.

For instance, in a population survey it may be cheaper to collect data from all persons in a
sample of households than from a sample of the same number of persons selected directly
from all the persons. Similarly, it would be operationally more convenient to survey all
households situated in a sample of areas such as villages than to survey a sample of the same
number of households selected at random from a list of all households. Another example of
the utility of cluster sampling is provided by crop survey, where locating a randomly selected
farms or plot requires a considerable part the total time taken for the survey, but once the plot
is located, the time taken for identifying and surveying a few neighbouring plots will
generally be only marginal.

Theory of equal clusters
Suppose the population consists of N clusters, each of M elements. A sample of n clusters
is drawn by the method of simple random sampling and every unit in the selected clusters is
enumerated. Let us denote by

Yij» value of the j - th element in the i —th cluster, j=1,---,M ; i=1,---,N.

M
1 .
Vi = M Z Yijj » mean per element of the i —th cluster.
j=1
_ 1N
YN = N z Yi , mean of cluster means in the population of N clusters.
i=1
I
Y =—- Z z Yij » mean per element in the population.
NM = 4=
i=1 j=1
L
Yo = —z Yi , mean of cluster means in a sample of n clusters.
n:
i

=1
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QUL .
y=—- z z Yij » mean per element in the sample.

M50
Note: Yy =Y ,and V¥, =, if size of clusters are same.
1 M
Si2 = M =1 Z (Yij — Vi. )2 mean square between elements within the i —th cluster.
-1
18
Sw = N Z S, mean square within clusters
i=1
N _
Sg = N1 z (Vi - YN )2 , mean square between cluster means in the population.
i=1
1 N M
0 Z Z (Yij — , mean square between elements in the population.

i=1 j=1

—

N M
. i V)i =)
BNy -Y) MM _1)|Z:1§< o

E (yij -¥)? BIESY
NM EJZ::I(YU

N M
D0 -V ik -Y)
i=l j=k
(M —1)(NM —1)S?
in clusters.

, Intracluster correlation coefficient between elements with

Theorem: A simple random sample, wor, of n clusters each having M elements is drawn
from a population of N clusters, the sample mean Y, is an unbiased estimator of population

— . . . _ 1 1\, 1-f »
mean Y and its variance is V =|———|Sf =——S~".
(Yn) [n Nj b h b

Proof: We have,

n N
E (V) = E(IZ J Y EGD = =T =

=}

n

To obtain the variance, we have, by definition
2 2
= - 0 14 _ no 1 i
V(yn)=E{n-Yn)" =E szi._ﬁ N| =—E > i -Yn)

[ZE(V. ~Yn)? +ZE(y. -Yn) (i _YN)J

i=i’
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Consider
o 2 R 2
E(%i. - Yn) ZWZ =~ 82, 3.1)
and

E(%i ~Yn) (i —YN>—mz<y. V)T -YN)

1#1
- 231V 20 =) = (1Y)
N(N-D»| 57" N Car N i. ~YN
N B _ N - B N ) o,
" N(N —1){2(“ _YN)EI(VV- _YN)_E(VL ~Yn) }

_ _ __ 2
- N(N_I)Z(y. )2 =S (32)

In view of equations (3.1) and (3.2), V (y,,) reduces to

_ 1| <& N-1 N1 1 [n(N-1 -1
V(yn)=—2[ZTS§+2(—Ws§ﬂ=n_2{n(N )Sg_n(nN )Sg}

n=li=1 i#i’

N-n_p, 1-f »

Note: Forlarge N,V (Y,)= lsg
n

Alternative expression of V (y,,) interms of correlation coefficient

Consider the intracluster correlation coefficient between elements within clusters and is
defined as
N M _ _
_ 220 -0 -Y)
B -0 -Y) isnjzk

E(y;j -¥)? (M -1)(NM -1)S?
N M _ _ 5
= YYD -Y) =M -1 (NM -1)pS?.
i=1 j=k
By definition,
N o IPCRI G (I < DR
V (Fn)=— sb—n(N_DEw.. Yn) (3.3)

Consider
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N M
L[ZZ(VU —Y)? +ZZ(y., ~Y) (Yik Y)J as Yy =Y (34)

i=1j=1 i=1j=k
%[(NM ~1S? +(M —1)(NM 1) pS?]
_(NM ~1)s?

M 2
Substitute the values of equation (3.5) in equation (3.3), we get

[1+M —1) o] 3.5)

2
V(yn)zl—f[(NM—l)S

—| ][H(M—l)p].
M2 (N -1)
NM-1 _ NM-UN) 1

M2(N=1) NM2(1-1/N) M’

Note: Forlarge N, ﬁ—)O,sothat (1-f)—>1,and

Hence,

g2
V(V”)ZW[H(M_D’O]'

Corollary: Y =NM Yn 1s an unbiased estimate of the population total Y , and its variance

2
V()= NzMz(%jsg _ Nz[l—nfj(NMN—_ll)S 14 (M 1) p]

~ NZM(EJSZ[H(M —1) p], for large N .
n

Estimation of variance V (Y,)

Define,

| LA LI
ng_Z(Yi._Yn)z n_ 1[2)/ -Nnyp J then

n
E(sb)— (ZE(yi.z)—nE(ynz)}
Note that,

V(¥i) = E(5i®) - Y7, so that
_ N -1 —
E(yi?):(Tjsg +Yn2. (3.6)

and
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V (V) =E(¥,%) - Yn 2, so that

E(mf)z[ﬂ&”js§+VN2. 3.7)

In view of equations (3.7), and (3.6), E (Sg ) reduces as

2 1 N-1).»2 N-n).» 1 (nN—n—N+nJ 2 2
E(sy)=——|n Sg—n S¢|= Sg =S
(%) n—l[ ( N j b [ nN )P | n-1 N b~ "b
This shows that Sg is an unbiased estimate of Sg. Hence V(Vn)zisg is an unbiased
n

f

estimator of V (y,) = =t Sg .
n

Relative efficiency (RE) of cluster sampling

In sampling of NnM elements from the population by simple random sampling, wor, the
variance of the sample mean Y is given by

NM—nMjSZ 1-f f

1_
V (Vo) = - s2,and V (y5)=——S2.
(Ysr) ( NM M M an (Yn) _——

Thus, the relative efficiency of cluster sampling compared with simple random sampling is
given by

_V(Ty)_ S?

RE =~
V(yn) ™ Sé

. This shows that the efficiency of cluster sampling increases as the

mean square between clusters means Sg decreases.

Note: For large N, the relative efficiency of cluster sampling in terms of intracluster
correlation coefficient p is given by

VO 1
V(In) 1+M-Dp

It can be seen that the relative efficiency depends on the value of p, if

RE

1) p=0,then V (Yo )=V (¥p), i.e. both methods are equally precise.
i) p>0,then V (Yg) <V (V) , 1.e. simple random sampling is more precise.

i) p <0,then V (Y ) >V (Yp), 1.e. cluster sampling is more precise.
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Estimation of relative efficiency of cluster sampling

We have,

2
Est.(RE):LSz, here s® will not be a unbiased estimate of S2 i.e. E(s%)%S?,

M Est.S
b
because a sample of NM elements is not taken randomly from the population of NM

elements. To find unbiased estimate of S 2 , consider

N M N M
(NM=DS? =3 (y;; V)2 =2 D (yij - Vi + Vi -¥)?

i=1j=1 i=1j=1
N M 5 5 _
= > 205 = Vi) + (i =) +20y5 = Vi) (Fi. = Y)]
i=1j=1
N M 5 N _ 5 N 5 5
=DV~ Vi) +M Y (T V)T +0=(M =D D SF +M(N-DS]
i=1 j=1 i=1 i=1
=N(M -1Sg +M(N-DSp. (3.8)

It can be seen that in a random sample of n clusters, sg and S\%\, will provide unbiased
estimates of Sg and S\,z\,, respectively.

Define,

n

M n
2 2 1 _ _ 2
,and S = —— P = .
Sw = n(M o) |§:1 JEZI(YU yi.) b 2 (Yi. = ¥n)
Consider

2 n M 1 n M 5 " n _2 .
Sw = n(M—l)zz(y'J Yi.) (M—l) ZZyij— Zyi' , so that

i=1 j=1
2 nM 2 4 2
E(sw) 1 > D E(Yi)-M Y E(V)
) i=l j=I1 i=l1
Note that
V(yij) = E(y§) - Y, then

%32 +Yy. Similarly, we can see, E(V{) =

E(yi) = (N ) S2 V3.

Therefore,

n

2 1 i
) 2 %

i=l j=I

(NM-D 2 2l g /(N=Doo o2
{ Y S +YN} ME{ N Sb+YNﬂ

—
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N {nM (NM =D 2 vy —nm (=D Sg —nM \Tﬂ
n(M —1) NM N

- _ 2 _ 2
—N(M_l)[(NM DS?-M(N-1)S7]

1

—— —  [N(M=1)S2]=S2, by using relation, which is given in
N(M_l)[( )Swl=Sw, by using g

equation (3.8).

and

E(sé) =52 , as N clusters are drawn under Srswor.

Thus, an unbiased estimate of S 2 will be

Y. ) el
§2 = T IN(M =D + M (N =1)sg].

Therefore,

|
Est(RE) =M —1

[N(M -1)sg +M (N -1)s7]

2
M,
Note: Forlarge N,

1

_ 2 _ 2
N(M——I/N)[N (M —Dsg +M (N -1s;]

Est.(RE) = .
M s
b

1 2 2
W[N (M -1)sy, +NM (1—1/N)sb] M —1)s%,+M Sé

2 2.2
M sy M<sy
Estimation of p

Forlarge N, RE = _ = E (say), so that
1+(M-Dp

(M -1)sy +Ms2

E+(M-1)Ep=1, where E = T
M S

| 1

[(M ~1)sg +M s?]

. 1-E M2 s} MZsZ—(M-D)sg -Ms;
or p: B — = = 2 2
(M-DE 1 5 5 (M =DM -Dsy +M (]
M =D —— (M -D)sg +Ms;]
M(M-Dsg—(M-Dsy  Msg—sy

C(M-D[M-Ds3+Ms2] (M-D)si+Ms2
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Alternative method

We have,
| Nom B B
M ZZ(YU =Y)(Yik =Y)
p= I=1j=k . and (NM -1)S2 =N (M -1)SZ +M (N -1)S?
(NM —1)S

Note that, from equation (3.4)

, N o, Nwm L, Nwm B B
M2 (i -Yn)7 =202 i =)+ 2. 2 i =) ik =)

i=1 i=1j=1 i=1j=k
N M 3 3 , N ., Nwm .

or D2V DOk =) =MD (¥ -Y)* =2 > (i -Y)
i=1j=k i=1 i=1j=1
=MZ(N-DS2 ~(NM -1)S? =M (N-1)S7 ~N(M -1)S; ~M (N -1)S2
=M (N-DSZ (M -1)-N(M -DSg.

Hence,

M (N-1)SZ - NSg
P = .

M(N-1)Sg +N(M -DSg

It can be seen that in a random sample of n clusters, Sé , and S\%\, will provide unbiased

estimate of Sg ,and SVZV respectively. Therefore, an estimator of p will be

M (N -1)s? —N's2 Ms? —sg
( % i , and for large N, p = b W

p= :
M (N -1)s2 +N(M -1)sg, M sg +(M —1)s

Determination of optimum cluster size

The best size of the cluster to use depends on the cost of collecting information from clusters
and the resulting variance. Regarding the variance function, it is found that variability
between elements within clusters increases as the size of cluster increases (this means that
large clusters are found to be more heterogeneous than small clusters) and decreases with
increasing number of clusters. On the other hand, the cost decreases as the size of cluster
increases and increases with the number of clusters increases. Hence, it is necessary to
determine a balancing point by finding out the optimum cluster size and the number of
clusters in the samples, which can minimize the sampling variance for a given cost or,
alternatively, minimize the cost for a fixed variance.

1) The cost of a survey, apart from overhead cost, will be made up of two components.

i) Cost due to expenses in enumerating the elements in the sample and in travelling
within the cluster, which is proportional to the number of elements in the sample.

1ii) Cost due to expenses on travelling between clusters, which is proportional to the
distance to be travelled between clusters. It has been shown empirically that the
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expected value of ~ minimum distance between n points located at random is proportional

to\/ﬁ.

The cost of a survey can be, therefore expressed as
C=cnM +c¢, Jn,

where C; is the cost of collecting information from an element within the cluster and ¢, is
the cost per unit distance travelled between clusters. In various agricultural surveys it has
been observed that S\,z\, is related to M by the relation sz\, =aM9, g>0, where a and g
are positive constant, then

(NM —1)S? =N (M —1)aM ¢

=52 (M -1)aM 97" for large N .
M (N —1)

Sp =

Thus, the variance V (y,,) for large N, reduces as
_ 1 _
V(n)=—18? (M -DaM 7],

The problem is to determine n and M such that for specified cost, the variance of Y, is a
minimum. Using calculus methods we form

¢=V (Jn)+A(c;nM + ¢,/ -C),

where A is an unknown constant. Differentiating with respect to n and M respectively, and
equating the results to zero, we obtain
— C
99 _ - L2 M -nam9y+a ¢ M +—2—|, so that
on n 2 2\/ﬁ

1 _ Co
V(Y =A] oM+ —2
n (Yn) (Cl + 2\/5)

3.9
and
o¢ 0 _
szza—MV (yn)+ﬂcln, so that
0
—V (Y,)=-4A¢cn.
oM (Yn) 1
(3.10)
On eliminating 4 from equation (3.9) and (3.10), we have
1 0 _ cin
I—WV (Yn)= —+C or
LV (7n) (CIM R 2J
n 2Jn
1 0 C;

—V (Vn)z—

V (V) oM
(yn) ClM 1+ Cy
2¢;M+/n
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1

C
1+—2

ZCIM\/H

Now solving, ¢;nM +c¢, Jn-C=0asa quadratic in Jn, we have

2
—Cy +4/C5 +4cMC 4c;MC 4¢,MC
AN = 2 OI'2C1M\/ Z—CziCZ 1+1—=C2 1+ 1 -1
2¢M c% c%

Mo,
Vg om )=

Hence,
-1/2
M iV(7n)=— ! _| 14 2aMC 1. (3.11)
V (¥n) oM . ¢ 2
4cM
¢ 1+ 73 €
¢
Now, solve LHS of equation (6.11), we have
M 0 _ M 0 _
———V (Jn) == =—[S? — (M —-DaM 9]
V(¥n) M nV(y,) oM
1 -1
=—[-agM9 +a(g-nHM 9.
nVv(¥n)
Therefore,
g-1 -1/2
aM” oM - (g -DI_,_ 1+—4C12AC (3.12)
nVvV (Yn) c5

It is difficult to get an explicit expression for M . However, M can be obtained by the
iterative method (trial and error method). On substituting the value of M thus obtained in
equation (3.12), we can obtain the optimum value of n.

It is evident from equation (3.12) that the optimum size of the unit becomes smaller when

i) C; increases i.e. time of measurement increases.
i) C, decreases i.e. travel become cheaper.

1ii) total cost of survey C increases.
Cluster sampling for proportion
If it is desired to estimate the proportion P of elements belonging to a specified category A

when the population consists of N clusters, each of size M and a random sample, wor, of
n clusters is selected. Defining Yjj as 1 if the j —th element of the i —th cluster belongs to

M
the class A and O otherwise, it is easy to note that a; = 2 yij gives the total number of

j=1
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elements in the i —th cluster that belong to class A, and p; = VI is the proportion in the i—
th cluster. Hence the proportion P is

1 N M 1 N 1 N
TP RIRvD R RO

n
An unbiased estimate of P is P = lz pi=p
n*
i=1
and

1_1).1 S > N-nd 5
YPERTN i—P) = i —P)?, for large N .
(P ( NJN_IE(p. ) NN E(pl )2 . for large

n

n
As an estimate of V (p) we may use V (p) = (l —LJLZ(pi - p)2 )
n N/n-l3
Alternatively, if we take a simple random sample, wor of nM elements from the population

of size, NM , the variance of p is V(p)=(NNI —M j PQ =(l—ij%, for large N .
n

NM -1 /nM N

Theory of unequal clusters

There are a number of situations where the cluster size vary from cluster to cluster, for
example, villages or urban blocks which are groups of households, and households, which are
groups of persons are usually considered as clusters for purposes of sampling, because of
operational convenience.

Suppose the population, consisting N clusters of size M{,Mj,---,My such that
N

Z M;j =M. A sample of n clusters is drawn by the method of simple random sampling,
i=l

wor , and all elements of the clusters surveyed. Let us denote by

Yij» value of the j—th element in the i —th cluster, j=1,2,-,Mj; i=1,2,---,N.
1 Y
Vi = IR Z Yij » mean per element of the i —th cluster.
i j=1
_ 1 X
N = N Yi , mean of the cluster means in the population of N clusters.
i=1
1 &
Y =— Z Yi , mean of the cluster means in the sample of n clusters.
n:
i=1
L 1Y
Y = Z Yij =— 2_M;j Vi, mean per element in the population.

My i=1



N
M= -1 z M; = Mo , mean of cluster size.
\ e N

Three estimators of population mean Y , that are in common use may be considered.

1% estimate: It is defined by the sample mean of clusters means as y;| = lz Vi =Vn
n

By definition,

n N
E(7|)=E(127i_]=ﬁ2 Vi =YN #Y , as the sampling is Sr.
n: —

Thus, ¥, is biased estimator of the population mean Y .

The bias of the estimator is given as

N M
[ o ] N _
Z_W Z(Mi -M)(Vi. -YN) _WE(Mi -M)Yy

1
=——Cov(y;, M:).
v (Yi. i)

This shows that bias is expected to be small when M; and Y; are not highly correlated. In
such a case, it is advisable to use this estimator.

Its variance is given by
_ _ -0 1-f 2 T _ -
V) =E|-YN) =st , where Sp =N—Z(Yi.—YN)

and an unbiased estimator of V(Y| ) is

n
2nd estimate: It is defined as ¥ = Lz M; Vi .

By definition,
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z|~

_ 1 & | N o 1
E(YII):WZE(Mi Yi.)—ﬁ Z i Yi. :_I\Tz as Srwor.
i:1 I :

This shows that ¥, is unbiased estimate of Y . Its variance is given by

V(v..)=V(LM§ } [é VJ'

Define, a variate

Miyi.

Let U and U be the sample and population means of variable U, respectively, where,

T SM Y — INMiVi 1 —
r=iyMiYi_g g golyMidi_ D M 5 =Y
ns M N7 M Mo iZ
Therefore,
V)= V(u)——fS'2 as clusters are randomly drawn wor .
N N o 2
1 T2 | MiVi &
where, $2=—>(u -0)?= - Y
b TN - g‘(' ) N—IE( M
and an unbiased estimator of V(Y| ) is
I-f 5 2 1 & (M; ¥ 2
V(¥ )=—— s34, where S| = L7y .
(Vi) =——si u n—lé( v YII]
n
3" estimator: It is defined as | = z—z This estimate is a ratio estimate of
I :
the form IQ—Z—Z Yj , and its variance is given by replacing X; by M; and y; by M;y;
i
i
in the variance of ratio estimator, where, V(IQ) = <2 Z()ﬁ , and
n(N-1)X
LR
X 2 :L_ZMIJ — M 2. Hence,
N i=1
- 12
- -f 3 _ S
V(ylll)——z My - ZMi Yi. |Mj

n(N-)M?2 {5
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—1)|v|22( B M

n(N
1—f MM, 2 -,
- >t V)| =8y
n(N-1)i7[L M n
N 2
where S/'? R M_(,—Y)
N -1 1

An unbiased estimate of V(Y ) is given by

v(Yin) = =1 s/'2 where s/’ = ! i&(_-—_ )2
I 1 °b o b (n—1) &= M Yii=Ym .

Cluster sampling with varying probabilities and with replacement

Theorem: If a sample of n clusters is drawn with probabilities proportional to size, i.e.

M; : . . il
pj <« M or pj =M—' and with replacement, then an unbiased estimate of Y 1is given by
0

=z

1a 1 M; —.2
—Z with VarianceV()_/n)=—ZM—l(7i._Y)
~ 0

3

n:

Proof: By definition,

E (Yn) = E[lﬁ ]=%§E<vi.)= Z(Zp.y.] T M =

n |1|1

This shows that ¥, is an unbiased estimator of Y .
To obtain the variance of Yy, we have

V (¥n) = E[Vn —E(Tn)I* =E(J7)-Y 2. (3.13)

Consider

i=li'zi=1

2
_ 1& | L LI =
E(y%)=E[HZyJ =—2£Z T+ ZE(Yi.)E(Yi'.)J
[ Som 02 | dinee ioth o L ”
=— nZ— +n(n-1) , since 1—th cluster i1s drawn wit

M;
probability — v , and sampling of clusters are Wr,i.e. E(V;)=Y =E(Vj).
0

N M.
21(2%75+(n—1)\72) (3.14)

ni:1 0

In view of equations (3.14) and (3.13), we get
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n
Es§=ﬁ[ZE(V%>—nE(V%>J=E[

1

. . : : P 1 5. .
This shows that Sé is an unbiased estimate of ag . Therefore, V (Y,) = —Sé is an unbiased
n

estimate of V (Y,) = 0'5 /n.



